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A novel path integral Monte Carlo (PIMC) approach for correlated many-particle systems with arbitrary pair interaction in continuous space at low temperatures is presented. It is based on a representation of the \(N\)-particle density operator in a basis of (anti-)symmetrized \(N\)-particle states (configurations of occupation numbers). The path integral is transformed into a sum over trajectories with the same topology and, finally, the limit of \(M \to \infty\), where \(M\) is the number of high-temperature factors, is analytically performed. This yields exact expressions for the thermodynamic quantities and allows to perform efficient simulations for fermions at low temperature and weak to moderate coupling. Our method is expected to be applicable to dense quantum plasmas in the regime of strong degeneracy where conventional PIMC fails due to the fermion sign problem.
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1 Introduction

Nonideal many-particle systems are of rapidly increasing importance in many fields of physics and chemistry. Examples are dense astrophysical and laboratory plasmas, many-electron atoms and molecules, nonideal Bose condensates or the quark gluon plasma, e.g. [1, 2]. Of particular importance are partially ionized plasmas produced by strong electromagnetic fields e.g. [3] where nonideality (correlation) effects, electron degeneracy and exchange as well as bound state formation have to be taken into account selfconsistently. Here analytical methods or semiclassical approaches fail, and one has to resort to first-principle approaches, see e.g. [1] for an overview. Among them, a central role is being played by quantum Monte Carlo methods which have seen a remarkable development in recent years, e.g. [4–7], in particular in the theory of dense plasmas, e.g. [7–11].

While for bosons path integral Monte Carlo simulations (PIMC) are able to achieve virtually exact results e.g. [4, 12] fermionic simulations are hampered by the notorious fermion sign problem which prevents simulations at low temperature (strong degeneracy, see below). It is, therefore, of crucial importance, not only for plasmas but for electrons in condensed matter or multi-electron atoms as well, to develop novel concepts which may relieve the sign problem. Here we present a new approach to PIMC simulations – configuration PIMC (CPIMC) that allows to make progress in this direction. CPIMC has the following features: 1.) it uses a representation of the density operator in terms of (anti-)symmetrized \(N\)-particle states in occupation number representation, 2.) the states are constructed from an arbitrary single-particle basis. 3.) the matrix elements for an arbitrary pair interaction are efficiently computed using the Slater-Condon rules, 4.) The limit \(M \to \infty\) is performed analytically (\(M\) is the number of high-temperature factors) thus leading to exact results [13].
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2 Ab initio thermodynamics of interacting systems

We consider a general system of \( N \) interacting identical particles with the hamiltonian

\[
\hat{H} = \hat{T} + \hat{V} + \hat{W} = \hat{H}_0 + \hat{W},
\]

where \( \hat{V} \) denotes an external potential and \( \hat{W} \) the pair interaction. The system is assumed to be in thermodynamic equilibrium at a given temperature \( T \), volume and particle number \( N \), so the central quantity is the \( N \)-particle canonical density operator

\[
\hat{\rho} = \frac{1}{Z} e^{-\beta \hat{H}}, \quad Z = \text{Tr} e^{-\beta \hat{H}}, \quad \beta = \frac{1}{k_B T}.
\]

To account for the spin statistics of bosons (fermions), one performs an (anti-)symmetrization of the density operator, \( \hat{\rho} \rightarrow \hat{\rho}^{S/A} = \hat{S}^{\pm} \hat{\rho} \), by summing over all \( N! \) particle permutations. Knowledge of \( \hat{\rho}^{S/A} \) gives access to expectation values of all observables of the system via

\[
\langle A \rangle^{S/A} = \text{Tr} \hat{A} \hat{\rho}^{S/A}.
\]

The main difficulty in computing the density operator is that, in general, the two parts of the Hamiltonian do not commute

\[
[\hat{H}_0, \hat{W}] \neq 0,
\]

which can be overcome by expressing \( \hat{\rho} \) in terms of the high-temperature density operator using its path integral representation.

2.1 Path integral

The path integral representation is obtained by identically expressing \( \hat{\rho} \) via \( M \) factors corresponding to an \( M \) times higher temperature, using the identity

\[
e^{-\beta \hat{H}} = \left( e^{-\frac{\pi}{M} \hat{H}} \right)^M,
\]

taking advantage of the fact that, in the limit \( M \rightarrow \infty \), the well-known semiclassical result for the high-temperature density matrices of kinetic and potential energy can be used [14]. This approach has been used very successfully in combination with Metropolis Monte Carlo methods during the last more than three decades in a tremendous number of applications. The standard approach uses the coordinate representation of the density operator, i.e. introducing \( N \)-particle states \( |R\rangle = |r_1 r_2 \ldots r_N\rangle \) where \( r_i = \{r_i, s_i\} \), and evaluates the density matrix \( \rho^{S/A}(R, R') = \langle R | \hat{\rho}^{S/A} | R' \rangle \) in continuous configuration space. While for bosons virtually exact results can be achieved (limited only by the available computer power), e.g. [4, 12], for fermions there is a fundamental obstacle – the fermion sign problem: the sign-alternating terms in the anti-symmetrized density operator \( \hat{\rho}^A \) prevent exact calculations at strong quantum degeneracy, in particular the ground state limit \( T \rightarrow 0 \) is not accessible. Numerous strategies have been proposed to perform fermionic PIMC simulations including restricted PIMC [4, 8, 9, 11], multilevel blocking algorithms [5] or direct PIMC (DPIMC) with effective quantum potentials [7, 10]. While these methods have achieved remarkable results in recent years, they did not overcome the inherent sign problem.

Here we propose another approach to PIMC simulations: instead of computing averages with an (anti-)symmetrized density operator, as in Eq. (4), we use the original density operator \( \hat{\rho} \), but in combination with (anti-)symmetric \( N \)-particle states in the trace which leaves the result unchanged,

\[
\langle A \rangle^{S/A} = \text{Tr} \hat{A} \hat{\rho}^{S/A} = \text{Tr}^{S/A} \hat{A} \hat{\rho}.
\]
The proper $N$-particle states are states in Fock space [16] for which we use the occupation number representation together with a complete orthonormal set of single-particle states $|\phi_i\rangle$, with the associated occupations $n_i$, where $n_i = 0, 1$, for fermions, and $n_i = 0, 1, 2, \ldots$ for bosons. The associated $N$-particle state will be denoted by $|\{n\}\rangle = |n_0, n_1, \ldots\rangle$. While the theory can be developed in complete Fock space where $N$ is arbitrary, here it will be advantageous to restrict ourselves to the subspace of a fixed particle number $N$. This introduces a restriction on the occupation numbers, $\sum_{i=0}^{\infty} n_i = N$. The present method resembles the configuration interaction (CI) approach to the ground and excited states of many-electron atoms in quantum chemistry [19–21]. However, our method uses a mixed ensemble and arbitrary finite temperatures. This combination of PIMC with $N$-particle states in occupation number space (configurations) will be called configuration PIMC (CPIMC).

2.2 Configuration Path integral

We outline the CPIMC approach for the example of the canonical partition sum which we transform according to formula (6)

$$Z = \text{Tr} e^{-\beta H} = \sum_{\{n\}} \langle\{n\}| e^{-\beta H} |\{n\}\rangle = \sum_{\{n\}} \sum_{\{n^{(1)}\}} \cdots \sum_{\{n^{(M-1)}\}} \langle\{n\}| e^{-\beta H} |\{n^{(1)}\}\rangle \cdots \langle\{n^{(M-1)}\}| e^{-\beta H} |\{n\}\rangle,$$

where all sums are restricted to states with fixed particle number $N$. Thus the sum is over all possible “paths” in configuration (occupation number) space: each single-particle state $|\phi_k\rangle$ is represented by a closed path of $M$ occupation numbers $\{n_k \rightarrow n_k^{(1)} \rightarrow n_k^{(2)} \rightarrow \cdots \rightarrow n_k^{(M-1)} \rightarrow n_k\}$ situated at $M + 1$ discrete equidistant “imaginary time slices” $\{\beta_0 = 0, \beta_1 = \beta, \beta_2 = \frac{2\beta}{M}, \ldots, \beta_M = \beta\}$, where $n_k^{(M)} = n_k$. Next, we evaluate the matrix elements by expanding the exponentials into a Taylor series which, for sufficiently large $M$, can be terminated at linear order with an error of order $O(M^{-2})$,

$$\langle\{n\}| e^{-\beta H} |\{n'\}\rangle \approx \langle\{n\}|1 - \beta M (\hat{D} + \hat{Y})|\{n'\}\rangle \approx \begin{cases} e^{-\beta \hat{D}} |\{n\}\rangle, & \{n'\} = \{n\}, \\ -\frac{\beta}{M} \hat{Y} |\{n\}\rangle, & \{n'\} \neq \{n\}. \end{cases}$$

Here the hamiltonian is split into a diagonal ($\hat{D}$) and an off-diagonal part ($\hat{Y}$), $\hat{H} = \hat{D} + \hat{Y}$. Instead of using the finite $M$ approximation, alternatively, we can restore the full exponent for the diagonal part, with an error of the same order.

![Fig. 1](image-url) Visualization of CPIMC. An $N$-particle configuration is given by an “imaginary-time path” of occupation number states $\{n^{(i)}\}$ in the interval $[0, \beta]$, the example shows $M + 1 = 20$ time slices. The $y$-axis represents an arbitrary ordering of states, i.e. states with different ordinate are different and states with the same ordinate are equal. Occupation changes occur at time slices $l_1 = 5, l_2 = 6, l_3 = 9, l_4 = 15$ and $l_5 = 19$, i.e. there are $K = 5$ kinks.
In the special case of ideal single-particle states, the kinetic energy part of the Hamiltonian, $\hat{H}_0$, is diagonal, and $Y$ is due to the pair interaction Hamiltonian $\hat{W}$. Yet with the choice of the (anti-)symmetric states $\{n\}$ the matrix elements $Y_{\{n\},\{n'\}}$ are known exactly, for an arbitrary pair interaction $w(r)$ and are given by the well-known Slater-Condon rules, e.g. [22]. They consist of three parts, one of which $(\hat{W}^I)$ is diagonal, and the other two are off-diagonal, see appendix. Correspondingly, the diagonal and off-diagonal parts of the Hamiltonian become $\hat{D} = \hat{H}_0 + \hat{W}^I$ and $\hat{Y} = \hat{W}^{II} + \hat{W}^{III}$.

With these results the CPIMC representation of the partition function is fully defined, and analogous expressions for any observable are straightforwardly derived. Numerical results can be obtained by standard Metropolis Monte Carlo to any finite order $M$. But, how about the sign problem for the case of fermions? While we have removed the original source of alternating signs by avoiding the use of the anti-symmetric density operator, in general, new sources of alternating signs have emerged: obviously, the two off-diagonal interaction contributions $\hat{W}^{II} + \hat{W}^{III}$ contain sign-alternating terms and, in addition, each factor $Y$ contains a negative sign. So it remains to be checked in simulations how severe this problem turns out to be.

As a first test we study the results from the diagonal terms considering a spin-polarized system. If the interactions are completely neglected, $\hat{W} \to 0$, the thermodynamical quantities are straightforwardly evaluated. In particular, the mean occupation numbers $\langle n_i \rangle$ turn out to be given exactly by the canonical distribution of an ideal gas (in a grand-canonical simulation we recover the Fermi distribution). Note that the limit $T \to 0$ poses no difficulty at all. It has no sign problem – in striking contrast to traditional continuous space PIMC. A first improvement is achieved by including interactions within the diagonal approximations, $\hat{W} \to \hat{W}^I$, then still $Y \equiv 0$. This results in a renormalization of the single-particle energies, similar to the Hartree-Fock approximation. The corresponding occupation numbers are again straightforwardly computed and are, for weak coupling, indeed close to Hartree-Fock results; details will be given in Ref. [23]. Here we will concentrate on the more challenging treatment of the full interaction, including all off-diagonal terms.

### 3 Kink-based continuous-time CPIMC

Rather than directly evaluating expression (8) with the matrix elements (9) it turns out to be advantageous to first perform a number of reorderings and resummations.

#### 3.1 Kink based path integral

Evidently, intervals in imaginary time within which the occupation numbers do not change involve only the diagonal part $\hat{D}$ of the Hamiltonian leading to ideal-like contributions which do not pose a problem. Therefore, the main challenge is to treat the occurrences of changes in the occupation numbers. Let $l_1, \ldots, l_K$ be the time slices that have occupation numbers different from the previous time slice, i.e. $\{n^{(i-1)}\} \neq \{n^{(i)}\}$ for all $i = 1, \ldots, l_K$ and $\{n^{(i-1)}\} = \{n^{(i)}\}$ for all $i \neq l_1, \ldots, l_K$. The positions $l_1, \ldots, l_K$ will be called “kinks”. It is clear that the result for the partition function depends only on the number of kinks and on the length of the intervals in between them. We, therefore, reorder the partition function such that terms with the same number of kinks are grouped together [17]

$$Z = \sum_{K \geq 0} (-1)^K \sum_{l_1=1}^M \sum_{l_2=l_1+1}^M \cdots \sum_{l_K=l_{K-1}+1}^M \left( \frac{\beta}{M} \right)^K \times$$

$$\sum_{\{n^{(0)}\} = \{n^{(K)}\}} \sum_{\{n^{(1)}\} \neq \{n^{(0)}\}} \cdots \sum_{\{n^{(K-1)}\} \neq \{n^{(K-2)}\}, \{n^{(K)}\}} e^{-\frac{\beta}{M} \sum_{i=0}^{K} D_{\{n^{(i)}\}} (l_{i+1} - l_i)} \prod_{i=0}^{K-1} Y_{\{n^{(i)}\},\{n^{(i+1)}\}}.$$

Note that since the initial and final configuration of a path have to coincide no paths with a single kink are allowed. This is the second equivalent result for the partition function which can be used for finite $M$ calculations.
3.2 Transition $M \to \infty$

A third expression is obtained by noting that, in Eq. (10), the limit $M \to \infty$ can be performed by replacing the discrete imaginary times of the kinks by continuous variables and the summations by integrations,

$$\frac{\beta}{M} \tau_i \xrightarrow{M \to \infty} \int_{\tau_{i-1}}^{\beta} d\tau_i.$$  \hspace{1cm} (11)

As a result, the expression for the canonical partition function is written as “continuous time path integral” [13,25] which is exact

$$Z = \sum_{K \neq 1} (1) \int_0^\beta d\tau_1 \int_{\tau_1}^\beta d\tau_2 \cdots \int_{\tau_{K-1}}^\beta d\tau_K \times$$

$$\sum_{\{n(0)\} = \{n(K)\}} \cdots \sum_{\{n(0)\} = \{n(K)\}} e^{-\sum_{i=0}^K D_{\{n(i)\}}(\tau_{i+1}-\tau_i)} \cdot \prod_{i=0}^{K-1} Y_{\{n(i)\}},\{n(i+1)\}.$$  \hspace{1cm} (12)

Thus the partition function is written as a sum over continuous “trajectories” in occupation number space. Each such configuration trajectory $C_I$ is characterized by a set of parameters $I$ and the associated weight $W_I$,

$$C_I : \quad I = \{K, \tau_1, \tau_2, \cdots, \tau_K, \{n(0)\}, \cdots, \{n(K-1)\}\},$$

$$W_I = W(C_I) = (-1)^K e^{-\sum_{i=0}^K D_{\{n(i)\}}(\tau_{i+1}-\tau_i)} \cdot \prod_{i=0}^{K-1} Y_{\{n(i)\}},\{n(i+1)\}.$$  \hspace{1cm} (13)

Below we will use the short notation $\langle \cdot \rangle$ for the thermodynamic average in the canonical ensemble ($N$ is fixed) over all trajectories $C_I$. With the result (12), in principle, exact thermodynamic computations for interacting Fermi or Bose systems can be performed. Sources of alternating signs remain in two places: in $Y$ and in the factor $(-1)^K$, the sign of which depends on the number of kinks of a path.

3.3 Expectation values of observables

Let us present a few important examples of thermodynamic quantities. The first is the expectation value of the occupation numbers

$$\langle \hat{n}_p \rangle(\beta, N) = \left\langle \frac{1}{\beta} \sum_{i=0}^K n_p^{(i)}(\tau_{i+1}-\tau_i) \right\rangle,$$  \hspace{1cm} (14)

where the thermodynamic average of Eq. (12) has been used. For each configuration the occupation number of any orbital is just the (integer) occupation number of straight pieces of the trajectory weighted by their length. Next, consider the expectation value of the total energy which is straightforwardly computed

$$\langle \hat{H} \rangle(\beta, N) = -\frac{\partial}{\partial \beta} \ln Z = \left\langle \frac{1}{\beta} \sum_{i=0}^K D_{\{n(i)\}}(\tau_{i+1}-\tau_i) - \frac{K}{\beta} \right\rangle.$$  \hspace{1cm} (15)

The result contains contributions from the (Hartree-Fock-type) diagonal terms weighted by the interval length whereas the off-diagonal contributions from the pair interaction enter only via the number of kinks of the given trajectory. Thus a central role is being played by the average number of kinks $\langle K \rangle(\beta, N)$. Similarly, we obtain for the heat capacity

$$C_v(\beta, N) = \frac{1}{T^2} \left\langle (\hat{H} - \langle \hat{H} \rangle)^2 \right\rangle - \frac{K}{\beta^2}.$$  \hspace{1cm} (16)
and analogous expressions are derived for other quantities. Of central importance for the performance of the CPIMC concept is the average sign which is the difference of the fractions $s^+$ of trajectories $C_I$ with a positive weight and those with a negative weight,

$$\langle s \rangle (\beta, N) = \langle s^+ - s^- \rangle.$$  \hspace{1cm} (17)

This quantity – together with its variance $\sigma_s$ – is a sensitive indicator for the efficiency of the Monte Carlo procedure for fermions. The fermion sign problem just corresponds to vanishing of $\langle s \rangle$. An increase of $\sigma_s/\langle s \rangle$ causes an increase of the error of any observable.

### 3.4 Monte Carlo procedure

Let us outline the main ingredients for a Metropolis Monte Carlo scheme within CPIMC.

1. The first step consists in choosing a basis of single particle states $\{ | \phi \rangle \}$ which is adopted to the system. This can be a basis of the noninteracting system, a basis of Hartree-Fock orbitals etc. The dimension $N_b$ of the basis depends on the particle number $N$ and temperature. All matrix elements of kinetic and interaction energy in this basis are precomputed and stored in a table.

2. From these basis states we construct the $N$-particle states $\{ n^{(i)} \}$ as Slater determinants in the case of fermions or permanents in the case of bosons.

3. The system is initialized in a configuration $C_I$ with occupation numbers corresponding e.g. to an ideal Fermi (Bose) gas for the given temperature and basis set without kinks.

4. To generate a new trajectory $C_{I'}$, new $N$-particle states are generated. Depending whether these states coincide with or differ from the left and right neighboring states the number of kinks is changed appropriately. Depending on the weight $W_{I'}$ the new configuration is accepted or discarded.

5. Operations with kinks: to efficiently sample the whole space of $N$-particle states in an ergodic manner we use three different procedures: shift of a kink, addition (removal) of one kink and addition (removal) of two kinks.

6. During the Markov process all expectation values of interest, including their statistical errors, are generated. In particular, the average sign $\langle s \rangle$ of the sampled trajectories, Eq. (17), is computed.

Details of the procedure, including the acceptance probabilities of the different MC moves and issues of ergodicity will be presented in Ref. [23].

### 4 Coulomb interacting fermions in a 1D harmonic potential

To perform a rigorous test of the CPIMC concept we consider $N$ spin-polarized electrons in a 1D harmonic trap. For this system with small particle numbers exact results from configuration interaction calculations and from direct PIMC simulations will be obtained below and used as a benchmark for CPIMC. Besides, this system is presently of substantial interest in ultracold atoms in optical lattices or electrons in quantum wires.

#### 4.1 Hamiltonian and units

The hamiltonian of $N$ identical particles with Coulomb interaction in a one-dimensional harmonic oscillator potential is given by

$$\hat{H} = \frac{1}{2} \sum_{\alpha=1}^{N} (\hat{p}_\alpha^2 + \hat{x}_\alpha^2) + \sum_{1 \leq \alpha < \beta} \frac{\lambda}{\sqrt{[\hat{x}_\alpha - \hat{x}_\beta]^2 + \kappa^2}},$$  \hspace{1cm} (18)

where we introduced standard dimensionless units and used a standard regularization of the Coulomb potential in 1D with $\kappa = 0.1$. There are two relevant ratios of energy scales: the ratio between Coulomb interaction and oscillator energy given by the coupling parameter in the trap, $\lambda = E_C/\hbar \omega$, where $E_C = e^2/r_0$ and $r_0^2 = \hbar/m\omega$, and the temperature in units of the trap energy, $\beta = \hbar \omega/k_B T$. 
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4.2 Reference data from configuration interaction and direct PIMC simulations

To have a rigorous test for the quality of the CPIMC algorithm we have performed independent first principle simulations. The first are from a Configuration Interaction procedure, which has been extended to describe finite temperatures in the canonical ensemble [23]. Thereby, we constructed the Hamiltonian as a matrix $\langle\{n\}|H|\{n'\}\rangle$ in the full configuration space and obtained the density operator, Eq. (3), straightforwardly by calculation of the matrix exponential. Note that the density operator obtained this way is exact up to the choice of the single-particle basis. The matrix exponential itself is evaluated through direct diagonalization of the Hamiltonian, which corresponds to an exact solution of the Schrödinger equation. Obviously, this procedure is feasible only for small systems, as the effort increases exponentially with the particle number $N$ and with the single-particle basis size $N_b$ (which is determined by the temperature $T$) [27]. An important advantage of this comparison is that, by using the same single-particle basis as in CPIMC, we can eliminate any ambiguities due to the choice of the basis.

The second set of reference data is obtained from standard direct fermionic PIMC simulations (DPIMC) in continuous coordinate space. This method has the fermion sign problem, so simulations become increasingly inefficient with decreasing temperature and $\lambda$. In particular, the limit of the ground state of the ideal Fermi gas is not accessible. Details of our DPIMC simulations can be found in Ref. [15].

4.3 CPIMC Results

Table 1: Total energy of three and six fermions in a harmonic trap for different coupling parameters $\lambda$ and inverse temperatures $\beta$. Comparison of CPIMC results with direct PIMC in coordinate space (DPIMC) and configuration interaction calculations (CI). Last two columns show the average sign of CPIMC and DPIMC. For CPIMC results with Hartree-Fock orbitals are shown and, for comparison, a few from an ideal basis (lower lines, italic). MC data are for simulations with one million configurations. Missing data (dashes) indicate a relative error exceeding 100%.

<table>
<thead>
<tr>
<th>$N = 3$</th>
<th>$\beta$</th>
<th>$\lambda$</th>
<th>$E_{CPIMC}$</th>
<th>$E_{DPIMC}$</th>
<th>$E_{CI}$</th>
<th>$\langle s \rangle_{CPIMC}$</th>
<th>$\langle s \rangle_{DPIMC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.5</td>
<td>5.7910(6)</td>
<td>5.80(5)</td>
<td>5.791547</td>
<td>0.99427(11)</td>
<td>0.0685(10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>6.7996(7)</td>
<td>6.792(8)</td>
<td>6.799400</td>
<td>0.9393(5)</td>
<td>0.2748(6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.7559(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8.63(2)</td>
<td>8.6156(27)</td>
<td>8.619847</td>
<td>0.1130(14)</td>
<td>0.7019(5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0351(5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>5.59216(12)</td>
<td>4.3(1.0)</td>
<td>5.592024</td>
<td>0.99244(14)</td>
<td>0.0019(9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>6.5959(22)</td>
<td>6.61(6)</td>
<td>6.59576</td>
<td>0.9246(5)</td>
<td>0.0400(7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.4965(10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8.6(4)</td>
<td>8.404(5)</td>
<td>8.411176</td>
<td>0.0045(10)</td>
<td>0.4070(5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$-0.0002(5)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>6.58900(8)</td>
<td>–</td>
<td>6.589105</td>
<td>0.8662(7)</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N = 6$</th>
<th>$\beta$</th>
<th>$\lambda$</th>
<th>$E_{CPIMC}$</th>
<th>$E_{DPIMC}$</th>
<th>$E_{CI}$</th>
<th>$\langle s \rangle_{CPIMC}$</th>
<th>$\langle s \rangle_{DPIMC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>24.1577(18)</td>
<td>–</td>
<td>24.15702</td>
<td>0.99114(16)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>28.7917(25)</td>
<td>29.1(1.1)</td>
<td>28.79242</td>
<td>0.8539(11)</td>
<td>0.0119(9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>–</td>
<td>37.22(9)</td>
<td>37.21831</td>
<td>0.0008(10)</td>
<td>0.1978(9)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>23.1455(6)</td>
<td>–</td>
<td>23.14580</td>
<td>0.98695(19)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>27.755(6)</td>
<td>–</td>
<td>27.75401</td>
<td>0.7882(14)</td>
<td>0.0005(9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0991(12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>–</td>
<td>36.1(4)</td>
<td>36.16158</td>
<td>0.0007(10)</td>
<td>0.0450(10)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>27.548(5)</td>
<td>–</td>
<td>27.54767</td>
<td>0.6845(19)</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>
We have performed a large series of simulations in a broad range of coupling parameters and temperatures. In a first analysis we used free (ideal) one-particle states as a basis with the basis dimension \( N_b = 14 \). The anti-symmetric \( N \)-particle states are constructed from these orbitals as Slater determinants. The total energy from CPIMC simulations is presented in table 1 and compared with exact CI results with the same single-particle basis. CPIMC shows very good agreement with CI for weak and moderate coupling \( \lambda \leq 2 \), for \( N = 3 \) and \( \lambda \leq 1 \), for \( N = 6 \). For larger coupling the error quickly increases (for a fixed number of Monte Carlo steps). For comparison, in table 1 we also included direct PIMC results for the same parameters. It turns out that DPIMC agrees well with CI for large coupling, but exhibits increasingly large deviations when \( \lambda \) is reduced. The reason of this behavior is the fermion sign problem which is analyzed in detail below, in Fig. 4.

![Fig. 2](image_url) Mean occupation numbers of a moderately coupled (\( \lambda = 1 \)) systems of 3 and 6 fermions versus single particle state index and various temperatures shown in the figure. Comparison of CPIMC results using ideal states (symbols) and CI results (lines). Error bars indicate the statistical error of the simulations. (Online colour: www.cpp-journal.org).

Next, consider the mean occupation numbers which are a very sensitive test to the quality of our method. Results for three and six particles at moderate coupling, \( \lambda = 1 \) are shown in Fig. 2. The CPIMC results again agree very well with thermodynamic CI calculations, in particular for weak to moderate coupling \( \lambda \leq 2 \). The results are plotted versus the index of the single particle states (i.e. the oscillator eigenstate which are ordered by energy). As expected, for increasing \( \beta \) the distribution tends towards a step-like function which, however, is broadened around the Fermi edge due to Coulomb correlations. Also, an increase of the particle number shifts the Fermi edge to higher energies. Interestingly, for an ideal basis, the occupation numbers are not monotonic which is confirmed by CI. We now repeat the simulations by using, instead of an ideal basis, Hartree-Fock states. The results are shown in Fig. 3, and exhibit much lower statistical errors than the ideal basis calculations and agree much better with CI. In this case the mean occupation numbers are a strictly monotonic function of energy.

To analyze how severe the fermion sign problem is in the present CPIMC approach we compute the average sign \( \langle s \rangle \), Eq. (17), which is observed during the simulations, see also the data in table 1. We observe a fast decay of the average sign with \( T \), \( \lambda \) and \( N \) at fixed other parameters. To quantify this behavior we show the dependence of \( \langle s \rangle \) as a function of the coupling parameter for two constant temperatures \( k_B T = 0.5\hbar \omega \) and \( k_B T = 0.2\hbar \omega \), cf. Fig. 4. The figure shows that for weak and moderate coupling the average sign is close to unity, confirming again that simulations of an ideal or weakly nonideal strongly degenerate Fermi system pose no problem for CPIMC. At the same time we observe an exponential decrease of the sign for larger \( \lambda \). In the figure we show results obtained within a Hartree-Fock single-particle basis. This gives a dramatic improvement compared to an ideal basis which is demonstrated for a few cases in table 1. In Fig. 4 we also include the average sign of DPIMC simulations.
Interestingly, these simulations show the opposite behavior: for strongly coupled states where the particles are localized and experience only little wave function overlap the average sign is large, and efficient simulations are possible. However, when the coupling parameter is reduced a rapid loss of the average sign and of simulation efficiency is observed.

5 Discussion and Outlook

We have presented a new formulation of the path integral approach to interacting quantum many-particle systems in thermodynamic equilibrium – configuration path integral Monte Carlo. It uses (anti-)symmetrized \( N \)-particle states in occupation number representation to compute the density operator and has no sign problem for an ideal Fermi gas even at zero temperature. For interacting fermions the path integral has been transformed into a summation over topologically equivalent paths characterized by the same number of “kinks”. Furthermore, the limit \( M \to \infty \) has been analytically performed, leading to a “continuous-time” description [13] which is formally exact. First numerical CPIMC results have been presented for Coulomb interacting fermions in a harmonic trap and were compared with exact results from thermodynamic CI calculations. The total energy and mean occupation numbers show excellent agreement with exact results confirming the correctness of the present formulation and of our Monte Carlo implementation. The aim of the present paper was to give a proof of principle of the method for which we chose a simple test case. By using a different basis set the method is readily applied to larger systems, to multidimensional problems, to atomic, molecular or condensed matter systems. The present data were obtained within just a few hours of CPU time on a single processor per data point which leaves plenty of room for upscaling on larger computers. At the same time, the efficiency of the present simulations – measured by the average sign – is found to decrease rapidly with the coupling strength. This loss of efficiency indicates that the fermion sign problem still remains – at least in our present (barely optimized) implementation of the method. Sources of alternating signs remain in two places: in the off-diagonal matrix elements of the pair interaction and in the sign attached to each trajectory which depends on the number of kinks. Further improvements of the Monte Carlo procedure seem to be possible, in particular, by exploiting the full freedom in the choice of the single-particle states. It is obvious that, if the exact \( N \)-particle states would be known there would be no sign
problem [24]. This is because the hamiltonian would be diagonal, as in the ideal case, where no problems exist. A first dramatic improvement along these lines was demonstrated by using Hartree-Fock orbitals instead of the free orbitals.

Based on this experience we expect that similar advances in weakening the fermion sign problem compared to traditional PIMC in configuration space should also be possible for dense plasma applications. There are two main features of this method to note: first, the scaling of the computational effort with the basis dimension is significantly slower than the exponential scaling of exact diagonalization methods which are, therefore, limited to small values of \( N \). Second, the excellent performance of CPIMC at low temperature and weak and moderate coupling covers a parameter range where conventional PIMC in coordinate space fails, as was convincingly demonstrated by our results. At the same time, in the regime of strong coupling CPIMC (in its present implementation) experiences increasing difficulties, whereas standard PIMC performs well. Therefore, both methods ideally complement each other which opens new roads towards first principle simulations of dense Fermi systems in quantum plasmas and condensed matter.

### A Appendix: Matrix elements of the interaction potential

Here we summarize the results for the matrix elements of the pair interaction (Slater-Condon rules [22]). Consider an anti-symmetric \( N \)-particle state \( \{n\} \) composed as determinant of a complete set of single-particle orbitals \( |\phi_i\rangle \). We denote the anti-symmetrized matrix elements of the pair potential by

\[
[w]_{ijkl} = \langle ij | \hat{w} | kl \rangle - \langle ij | \hat{w} | lk \rangle,
\]

\[
\langle ij | \hat{w} | kl \rangle = \delta_{\sigma_i, \sigma_l} \delta_{\sigma_j, \sigma_k} \int dr dr' w(|r - r'|) \phi_i^\ast(r) \phi_j^\ast(r') \phi_l(r) \phi_k(r').
\]

From this directly follow the matrix elements of the full interaction hamiltonian \( \hat{W} \) in the basis of \( N \)-particle states, \( W_{\{n\},\{n\}} = \langle \{n\}|\hat{W}|\{n\} \rangle \). They are nonzero only for 3 distinct cases, i.e. \( W_{\{n\},\{n\}} = W^I_{\{n\},\{n\}} + W^I_{\{n\},\{n\}} + W^{III}_{\{n\},\{n\}} \):

\[
\text{CPIMC}(\text{HF}) \quad \text{CPIMC}(\text{ideal})
\]

\[
\beta = 2
\]

\[
\beta = 2
\]

**Fig. 4** Average sign for \( N = 3 \) (a), left) and \( N = 6 \) fermions (b), right) for the indicated temperatures as function of the coupling parameter. Results are shown for CPIMC with HF-orbitals and are compared to direct PIMC simulations. Fig. b also compares CPIMC with an ideal basis vs. HF-basis and demonstrates the improvements achieved by the latter. Note the error bars and the log scale. (Online colour: www.cpp-journal.org).
I.) Both states are equal, \( \{ n \} = \{ \bar{n} \} \), then
\[
W^{I}_{\{ n \}, \{ \bar{n} \}} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} w_{ij}^{n \bar{n}} n_i \bar{n}_j.
\]

II.) Both states are equal except for two orbitals with indices \( p, r \), with \( n_p = 1, \bar{n}_p = 0 \) and \( n_r = 0, \bar{n}_r = 1 \):
\[
W^{II}_{\{ n \}, \{ \bar{n} \}} = \sum_{i=1}^{\alpha} (-1)^{\alpha} w_{i(p r)}^{n \bar{n}} n_i, \quad \alpha = \max(p, r) - 1
\]
\[
\sum_{l=\min(p, r) + 1}^{\infty} n_l.
\]

III.) Both states are equal except for four orbitals with indices \( p, q, r, s \) where \( p < q, r < s \) and \( n_{p q} = 1, \bar{n}_{p q} = 0 \) and \( n_{r s} = 0, \bar{n}_{r s} = 1 \):
\[
W^{III}_{\{ n \}, \{ \bar{n} \}} = (-1)^{\beta} w_{p q r s}^{n \bar{n}} \beta = \sum_{l=p}^{\frac{q-1}{2}} n_l + \sum_{l=r}^{\frac{s-1}{2}} \bar{n}_l.
\]
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