Nonequilibrium Green function approach to photoionization processes in atoms
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ABSTRACT
We present a quantum kinetic approach for the time-resolved description of many-effects in photoionization processes in atoms. The method is based on the non-equilibrium Green functions formalism and solves the Keldysh/Kadanoff–Baym equations in second Born approximation. An approximation scheme is introduced and discussed, which provides a complete single-particle description of the continuum, while the atom is treated fully correlated.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

With the development of ultrashort, high-harmonic generated vacuum, and extreme ultraviolet (vuv/xuv) laser pulses the path towards time-resolved observation of electronic dynamics in plasmas [12], atoms and condensed matter has been paved, for an overview see e.g. Ref. [3]. Recent experiments allow for the investigation of electronic motion and relaxation processes on the attosecond (as) time scale [4]. Using as pump-probe techniques by combination of an intense femtosecond infrared (IR) and an ultrashort attosecond xuv pulse it became possible to directly probe electronic relaxation processes in multielectron atoms [5] and xuv-induced electron shake-up processes in the time domain by means of time-resolved strong field tunneling measurements [6].

Both experimental scenarios demand for a time-resolved theory of photoionization (PI) in a many-framework. In previous theoretical investigations, powerful tools have been used, such as non-adiabatic tunneling theory and single-active electron approaches by means of solving the time-dependent Schrödinger equation [7,8]. In a recent paper, these processes were analyzed in detail [9]. However, all these approaches neglect the electron–electron interaction, which may have non-negligible effects, especially in the presence of strong laser fields [6]. A promising concept to address this question is multiconfiguration Hartree–Fock, see e.g. Ref. [10]. In this work, we develop an alternative time-dependent many-approach to atomic PI including electronic correlations which is based on non-equilibrium Green functions.

2. Theory

We aim at describing atomic systems which are initially in equilibrium, i.e. $\hat{H}(t) = \hat{H}_0$ for $t \leq t_0$, and are disturbed by a time-dependent external potential for $t > t_0$. The equilibrium hamiltonian of $N$ electrons in the atom is given by (we use atomic units)

$$\hat{H}_0 = \sum_{i=1}^{N} \left\{ -\frac{\nabla_i^2}{2} + v(r_i) \right\} + \frac{1}{2} \sum_{i \neq j}^{N} w(r_i - r_j) - \mu \hat{N},$$

(1)

where the potential of the nucleus, $v(r_i)$, as well as the two-particle Coulomb interaction $w(r_i - r_j) = |r_i - r_j|^{-1}$ are assumed to be spin-independent. As we will work in the grand-canonical ensemble, the chemical potential contribution (which appears in the density operator) is subtracted for convenience (last term in Eq. (1)). For times $t > t_0$, the atom is disturbed by a time-dependent external field, and the hamiltonian is modified as

$$\hat{H}(t) = \hat{H}_0 + \sum_{i=1}^{N} v_{\text{ext}}(r_i, t) = \sum_{i=1}^{N} h(r_i, t) + \frac{1}{2} \sum_{i \neq j}^{N} w(r_i - r_j) - \mu \hat{N}.$$

(2)

With the last equation we defined the total single particle hamiltonian, $h = h_0 + v_{\text{ext}}$, which will be used below. In this paper we consider the perturbation by an electromagnetic wave in dipole approximation, i.e. the field is assumed homogeneous on the scale of the atom, $v_{\text{ext}}(r, t) = -e \mathbf{E}(t) \cdot \mathbf{r}$. The electric field envelope $\mathbf{E}(t)$ is assumed to have a Gaussian shape

$$\mathbf{E}(t) = \mathbf{E}_0 \cos(\omega(t - t_{\text{mid}})) \exp\left[ -\frac{(t - t_{\text{mid}})^2}{2T^2} \right],$$

(3)

with a pulse duration $T$. 
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2.1. Contour Green functions

In the Keldysh/Kadanoff–Baym approach, the central quantity is the one-particle nonequilibrium Green function $G$, which is the time-ordered expectation value of the product of two field operators:

$$G(1, 2) = -i \langle T_{\epsilon} [\hat{\Psi}^\dagger_H(1) \hat{\Psi}^\dagger_H(2)] \rangle,$$

where the variable $1 = (x_1, \sigma_1, t_1)$ comprises position, spin projection, and time, and the field operators are considered in Heisenberg representation. In the following we denote $x_1 = (r_1, \sigma_1)$. The ensemble average in Eq. (4) is performed in the grand-canonical ensemble, i.e. with the trace over the unperturbed grand canonical density operator $Z^{-1} e^{-\beta H_0}$. The Green function is defined on the Schwinger/Keldysh time contour $\gamma$, see Fig. 1, which allows for an extension of the groundstate and equilibrium formalism and the diagram technique, to nonequilibrium [11], for an overview see Refs. [12,13]. The contour runs from the initial time $t_0$ to the current time $t$, back to $t_0$ and, finally to $t_0 - i\beta$ in the complex plane where $\beta = 1/k_B T$. The time-ordering operator $T_{\epsilon}$ in Eq. (4) arranges operators with time arguments “later” on the contour to the left. The propagation along the complex branch corresponds to the Matsubara formalism, in which the equilibrium density operator is expressed by a time-evolution operator in complex time, $e^{-iH_0 t} = \mathcal{U}(t_0 - i\beta, t_0)$. With this, the Green function (4) takes the explicit form

$$G(1, 2) = \frac{\text{Tr}[\mathcal{U}(t_0 - i\beta, t_0) T_{\epsilon} [\hat{\Psi}^\dagger_H(1) \hat{\Psi}^\dagger_H(2)]]}{\text{Tr}[\mathcal{U}(t_0 - i\beta, t_0)]},$$

in which the time-arguments $t_1$ and $t_2$ each lie on one of the three branches of the contour $\gamma$. It is now convenient to introduce a set of subordinated Green functions, which depend on the location of the two time-arguments on the contour. Accordingly, the Green function becomes a $3 \times 3$ matrix

$$\begin{pmatrix}
G^C & G^< & G^> \\
G^< & G^0 & G^\dagger \\
G^> & G^\dagger & G^0
\end{pmatrix}
= \begin{pmatrix}
G^{++} & G^{+-} & G^{+\dagger} \\
G^{-+} & G^- & G^{-\dagger} \\
G^{\dagger+} & G^{\dagger-} & G^\dagger
\end{pmatrix},$$

where $[+, -]$ mark the position of the respective time-argument on the branches, where the left (right) symbol corresponds to the first (second) time argument. For the notation in the right part of Eq. (6), see Fig. 1. The notations in the left part of Eq. (6) show the relation to the standard definitions, where $G^<\geq$ denote the correlation functions with two real-time arguments and $G^0 [G^\dagger] \geq$ denotes the correlation function in which the first [second] argument lies on the imaginary branch and the second [first] on one of the real branches. Finally, $G^\dagger$ denotes the Matsubara (imaginary time) Green function of equilibrium theory. The matrix notation allows one to eliminate the time contour $\gamma$ and to consider, in the following, only functions of real time arguments.

Of the four real-time functions $\{G^C, G^<, G^0, G^\dagger\}$, only two are linearly independent, which is why we consider in the following only the correlation functions $G^<$ and $G^\dagger$. The mixed Green functions $G^C$ and $G^0$ account for the evolution of the initial equilibrium state, which itself is determined by the Matsubara Green function $G^\dagger$. As the equilibrium Green function only depends on the difference of two complex time-arguments, we consider the real function $G^\dagger(\mathbf{x}_1, \mathbf{x}_2, \tau_1 - \tau_2) = -i G(\mathbf{x}_1 - it_1, \mathbf{x}_2 - it_2)$, which is defined in the interval $[-\beta, \beta]$ and obeys the symmetry $G^\dagger(\mathbf{x}_1, \mathbf{x}_2, \tau) = -G^\dagger(\mathbf{x}_1, \mathbf{x}_2, \tau - \beta)$. It is, therefore, sufficient to determine $G^\dagger$ in the range $[-\beta, 0]$.

2.2. Keldysh/Kadanoff–Baym equations

To compute the time evolution of a multielectron atom, we need to solve the equations of motion of the Green function $G$. The equations for the Keldysh matrix function are the Keldysh/Kadanoff–Baym equations (KKBE) defined on the contour $\gamma$ [14]

$$\{i \dot{G}_1 - h(1)G(1, 2) = \delta(1 - 2) + \int d\Sigma \langle G(1, 3)G(3, 2) \rangle,$$

which is to be supplemented by the corresponding adjoint equation. $\Sigma(\gamma)$ denotes the irreducible self-energy which is also a $3 \times 3$ matrix containing mean field (Hartree–Fock) and correlation effects. We will discuss approximations to the self-energy in Section 2.3.

The matrix equation (7) is equivalent to a coupled system of equations for the subordinated Green functions which are derived applying Langreth’s rules to the right hand side of Eq. (7), see e.g. Ref. [12], and have the form (for compactness we suppress space and spin variables)

$$
\begin{align*}
\{i \dot{G}_{1-} - h(1)G^C(1, 2) &= 0, \\
\{i \dot{G}_{1+} - h(1)G^\dagger(1, 2) &= 0, \\
\{i \dot{G}_{2-} - h(2)G^<(1, 2) &= 0, \\
\{i \dot{G}_{2+} - h(2)G^\dagger(1, 2) &= 0.
\end{align*}
$$

Complex time arguments are indicated by $\tau$ and the system has to be supplemented by the adjoint equations. The collision integrals are given by (without loss of generality, from now on we use $t_0 = 0$)

$$I^C(t_1, t_2) = \delta(t_1 - t_2) + \int_0^t d\tau \Sigma^M(t_1 - \tau)G^\dagger(t_2 - \tau),$$

$$I^+(t_1, t_2) = \int_0^t d\tau \Sigma^R(t_1, \tau)G(t_2 - \tau) + \Sigma^C(t_1, \tau)G^\dagger(t_2 - \tau),$$

$$I^{-}(t_1, t_2) = -\int_0^t d\tau \Sigma^R(t_1, \tau)G^\dagger(t_2 - \tau) + \Sigma^C(t_1, \tau)G(t_2 - \tau),$$

and $I^- = I^+ + \beta$. The last terms in Eqs. (14)–(16) account for the evolution of initial correlations. To shorten the notation, here we have introduced the retarded ($R$) and advanced ($A$) Green functions which are defined according to $G^R(t_1, t_2) = \pm \Theta(\pm (t_1 - t_2))G^</(t_1, t_2) - G^\dagger/(t_1, t_2)$ and analogously for the self-energies.
The equations of motion have to be supplemented by initial conditions. In this paper we start from the correlated equilibrium state of the electrons in the atom which is determined by the Matsubara Green function $G^M$—the solution of the equilibrium Dyson equation, (8). For a convenient numerical treatment, it is transformed into the integral form [15] (we use $\tau = \tau_1 - \tau_2$):

$$G^M(\tau) = G^0(\tau) + \int d\tau' \rho(\tau - \tau') G^M(\tau - \tau') G^M(\tau').$$  

(17)

$G^0$ is a reference Green function—in our case given by the Hartree–Fock Green function—and $\Sigma(\tau) = \Sigma^M(\tau) - \delta(\tau)\Sigma^0$, where $\Sigma^0$ is the reference self-energy evaluated with $G^0$. The boundary conditions for the Dyson equation (17) are given by the Kubo–Martin–Schwinger condition, $G^M(\tau) = G^M(\tau - i\beta)$.

### 2.3. Self-energy approximations

The equations of motion for the Green functions are formally exact if the self-energy would be known. Here we use a conserving approximation [16] for $\Sigma$ which includes Hartree–Fock contributions and correlations in the second Born approximation with exchange. The corresponding Feynman diagrams are shown in Fig. 2 and correspond to the explicit expressions (defined on the time contour)

$$\Sigma^{Hf}(1, 2) = iG(1, 2)w(1, 2) - i\delta_{kl}(1 - 2) \int d\xi w(1, 3)G^{-1}(3, 3),$$

(18)

$$\Sigma^{2B}(1, 2) = i^2 \int d\xi d\eta G(1, 3)w(1, 4)G(3, 4)G(2, 3)w(2, 3)$$

$$-i^2 \int d\xi d\eta G(1, 2)w(1, 3)w(2, 4)G(3, 4)G(3, 3),$$

(19)

where we denoted $w(1, 2) = \delta_{kl}(1 - 2)w(1, 2)$. Obviously, the Hartree–Fock self-energy is time local.

The advantage of using the method of nonequilibrium Green functions is that it provides a fully self-consistent approach to electronic correlations in atoms in equilibrium and nonequilibrium. Solving the KKBE with the above self-energies one obtains the time evolution of a many-body, thereby fully preserving momentum, angular momentum, and total energy. Furthermore, due to the inclusion of memory effects (time integrations in the collision terms) no restriction with respect to the times apply, which is particularly important for ultrafast processes in optically excited atoms. Finally, the electromagnetic field is included non-perturbatively which allows to investigate the nonlinear dynamics of atoms in the presence of a strong excitation.

### 3. Implementation

#### 3.1. Basis representation

Despite their attractive properties mentioned above, the KKBE (9)–(12) are very hard to solve numerically. Already for one-dimensional systems, they constitute a set of four-dimensional integro-differential equations (not counting spin degrees), whereas for three-dimensional systems they are even eight-dimensional. Without further approximations, this is far beyond today’s numerical possibilities. A first way around this is to expand all quantities in terms of suitable single-particle basis functions $\{\phi_k\}$ with $k = 1, 2, ..., N_b$ as was demonstrated in Ref. [17]. For example, the Green function and, likewise any other single-particle quantity, becomes an $N_b \times N_b$ dimensional matrix with the elements $(i, j) = 1, ..., N_b$:

$$G_{ij}(\tau_1, \tau_2) = \int d\xi d\bar{\xi} \phi^*_i(\xi)G(1, 2)\phi_j(\bar{\xi}).$$

(20)

In the following we will use for $\{\phi_k\}$ a set of $N_b$ orthonormal Hartree–Fock orbitals constructed from atomic orbitals. The expansion of the two-particle interaction term yields a tensor with four indices, the two-electron integrals

$$w_{ijkl} = \int d\xi d\bar{\xi} \phi^*_i(\xi)G(1, 2)\phi^*_j(\bar{\xi})\phi_k(\bar{\xi})\phi_l(\xi),$$

(21)

which are time-independent. The main advantage of the expansion is that we have eliminated the coordinate dependencies. In terms of the basis, all equations considered earlier become equations for matrices depending on two time arguments.

So far, we have not explicitly specified the single-particle basis, the results are completely general. Also, the treatment of systems with different dimension is conceptually greatly simplified since it requires nothing more than a respective set of electron integrals, i.e. the matrix representation of the single-particle hamiltonian $h_0$ and its parts $h_{kin}$, $h_{run}$, the overlap matrix $O_{ij} = \int d\xi \phi^*_i(\xi)\phi_j(\xi)$ as well as the electron repulsion integrals $w_{ijkl}$. Furthermore, for the laser excitation the dipole matrix $d = -e\hat{r}$ is needed. Up to now, we have implemented one-dimensional numerical orbitals, three-dimensional numerical orbitals for central potentials, Slater type orbitals for atoms, and Gaussian type orbitals for arbitrary molecules. Within this work we will illustrate the method for a one-dimensional model atom.

#### 3.2. Solution procedure

We briefly outline the solution procedure. We follow the techniques developed earlier, see e.g. Refs. [18,19,17] and references therein, a detailed description of the algorithm is given in Refs. [15,20].

1. A single-particle basis $\{\phi_k\}$ is chosen, and the one- and two-electron integrals (21) are calculated.
2. This provides the input for a Roothaan–Hartree–Fock calculation [21] yielding the HF energies and orbitals.
3. The electron integrals are transformed to the HF basis [22], and the reference Green function is set up on a uniform power mesh, an adapted imaginary time-grid, as $G^0_{ij}(\tau) = \delta_{ij}n_i e^{-\tau t} - i\tau$, for $\tau \in [-\beta, 0]$, $n_i$ is the occupation number of the HF-orbital $i$, which is determined by the Fermi distribution.
4. The Dyson equation (8) is solved iteratively, until a self-consistent solution for the correlated Matsubara Green function $G^M$ is found. Thus the equilibrium problem is solved.
5. The function $G^M$ determines the initial conditions of the time propagation given by the KKBE (9)–(12) according to

$$G^{-}(0, 0) = iG^M(0^-),$$

(22)

$$G^{-}(0, 0) = -iG^M(-\beta),$$

(23)

$$G^{+}(0, -i\tau) = iG^M(-\tau),$$

(24)

$$G^{+}(-i\tau, 0) = -iG^M(\tau - \beta).$$

(25)

6. The KKBE are rewritten in terms of the time-evolution operator $U(t + \Delta t, t) = e^{-\Delta t G^M}$ and are solved in the two-time plane by...
standard techniques for ordinary differential equations. We have currently implemented a fourth-order Runge–Kutta scheme [23]. Due to the symmetry \( G^c(t_1, t_2) = [G^c(t_2, t_1)]^\dagger \) and the boundary condition \( G^c(t, t) = G^c(t, t) - i \), it is sufficient to propagate the lesser Green function in the upper triangle \( t_1 \geq t_2 \) of the real-time plane and the greater Green function in the lower triangle \( t_1 < t_2 \). The mixed Green functions are both propagated in the whole real–complex time-plane, though, in the long-time limit the initial correlations decay.

4. Simulation results

4.1. One-dimensional model atom

To examine the presented formalism, we consider a one-dimensional model atom defined by a regularized Coulomb potential, \( v(x) = -Z(x^2 + \kappa^2)^{-1/2} \), where \( Z \) is the atomic number. The screening parameter \( \kappa \) is introduced to avoid the computational difficulties arising from the singularity at the origin. Likewise, the two-particle interaction is modified according to \( w(x_1, x_2) = \frac{\kappa^2}{(x_1 - x_2)^2 + \kappa^2} \). This model has been used successfully in many studies of atom–laser interaction where also the influence of the choice of the screening parameters has been investigated. Here we follow Ref. [24] and use \( \kappa = \kappa_c = 1 \).

We illustrate the method by considering beryllium \((N = Z = 4)\). A sketch of the confinement and the HF basis functions shifted by the orbital energies is shown in Fig. 4(a). As can be seen, there are two bound states at the energies \( E_0 = -1.371 \) and \( E_1 = -0.312 \), each occupied by two electrons. In Fig. 4(b) the density of states \( (DOS) \) is plotted, which is obtained by modeling the continuum by a box of width 200 a.u. and after convolution of the delta-peaks with a Gaussian of FWHM = 0.02. It shows the typical \( 1/\sqrt{E} \)-decay.

4.2. Ground state properties

Results for the ground state energies computed in HF and second Born approximation are presented in Table 1 and compared to an exact diagonalization (CI) calculation. For the present comparison it is sufficient to consider a CI calculation using a basis of size \( N_b = 15 \) which is performed sufficiently fast. For the solution of the Dyson equation, a maximum number of \( N_b = 80 \) basis functions has been used. Together with the scaling properties, which are barely affected by the particle number but mostly by the number of basis functions, we are able to go far beyond the region accessible by sophisticated (full) CI methods [25]. To obtain the ground state within the finite temperature formalism, an inverse temperature of \( \beta = 100 \) is used.

As can be seen, already the HF energies are close to the CI results. The inclusion of correlations on the second Born level yields a further improvement, accounting for 69% of the correlation energy. This confirms the trend observed for the ground states of real atoms [20]. In this reference, it has also demonstrated how to obtain the ionization energies from the Green function using the extended Koopmans theorem. A corresponding calculation for the one-dimensional beryllium model yields a first ionization energy of \( I_p = 0.303 \), which should be compared to the Hartree–Fock ionization potential from the (conventional) Koopmans theorem, \( I_p = 0.312 \), which is known to overestimate the ionization energy.

4.3. Time-dependent ionization dynamics following a short \( \nu \nu \) pulse

Let us now consider the perturbation of the atom by different electromagnetic pulses. We use a Gaussian pulse (3) \( \omega = 10 \pi / \omega_0 \) and an amplitude \( \epsilon(0) = 0.1 \). We consider three frequencies: \( \omega_1 = |E_1|/2, \omega_2 = (|E_0| + |E_1|)/2 \) and \( \omega_3 = 1.2 \cdot |E_0| \). A classification of the different laser pulses is given by the Keldysh parameter [26] \( \gamma = \sqrt{I_p/2U_p} \), where \( I_p \) is the ionization potential, and the ponderomotive potential is given by \( U_p = C_0-E^2/4c^2 \). The system is propagated to \( T = 200 \) in Hartree–Fock approximation with \( N_b = 100 \) HF basis functions. Fig. 3 shows the time-dependent results for the level populations during the pulse, as well as the time-dependent expectation values of the electron coordinate \( \langle x \rangle \). In the upper pictures \( \omega_1 = |E_1|/2 = 0.156 \) the frequency is too small to allow for PI of an electron. Nevertheless, strong ionization of the upper electrons is observed which is due to tunnel ionization \( (\gamma_1 = 1.25) \). The expectation value of the electron position, Fig. 3(b), confirms this interpretation. For the frequency \( \omega_2 = 0.842 \) PI of the upper electrons and, for the case \( \omega_3 = 1.645 \), direct PI of electrons from both levels is possible. In these cases, the Keldysh parameters belonging to the second orbital is \( \gamma_2 = 6.7 \) and \( \gamma_3 = 13 \), respectively, thus tunneling is not relevant, but multiphoton ionization occurs.

We have also performed various correlated simulations of the PI dynamics using the second Born approximation for the self-energy. However, they require a propagation of the Greens functions in the full two-time plane by solving the KKBE, making the calculation computationally very costly. The upper row of Fig. 3 also contains correlated results for the dynamics up to \( t = 25 \). During the initial phase the deviations form TDHF are still small.

5. Approximate treatment of continuum states

The main restriction in the time-dependent description of PI on the level of the Born approximation is the very large CPU time and memory requirement, the result shown in Fig. 3 was obtained using 300 time steps with \( N_b = 20 \) basis functions. The calculations took 48 h on one single CPU and required 4 GB of main memory. For the first part—the equilibrium calculations—the basis representation saves a lot of numerical effort compared to a solution in coordinate representation. HF orbitals turn out to provide an efficient basis also for the correlated equilibrium Green function, allowing to restrict the basis to a dimension of the order \( N_b \leq 100 \) since normally only the lowest orbitals give the dominant occupation. In nonequilibrium, however, it is generally not possible to truncate the basis since, in principal, every orbital can be occupied during the excitation process. In particular, PI will lead to occupation of continuum states, and at high intensities, the electron energies may become very large [27]. Obviously, a fully correlated description of the whole continuum is prohibitive. At the same time, an electron “born” in the continuum with large kinetic energy will be only very slightly disturbed by correlations with the other electrons. This naturally suggests to develop an approximation scheme which is based on a sub-division of the basis into low and high lying orbitals which are treated with different levels of accuracy with respect to many-effects. As a

<table>
<thead>
<tr>
<th>( N_b )</th>
<th>HF</th>
<th>2ndBorn</th>
<th>CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>-6.7390</td>
<td>-6.7694</td>
<td>-6.7831</td>
</tr>
<tr>
<td>30</td>
<td>-6.7393</td>
<td>-6.7706</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>-6.7395</td>
<td>-6.7710</td>
<td></td>
</tr>
</tbody>
</table>
result we may hope that the ionization dynamics of the atom can be resolved sufficiently well, both in energy and in time, including electronic correlations with the required accuracy.

Our ansatz is the following: We divide the basis \( \{ \phi_b \} \) in three sub-systems, \( N_b = N_{\text{corr}} + N_{\text{HF}} + N_{\text{id}} \). The first sub-system contains the \( N_{\text{corr}} \) energetically lowest orbitals (for example the lowest atomic bound states) and is treated fully correlated. The second contains a number of \( N_{\text{HF}} \) low lying continuum orbitals which are treated in Hartree–Fock approximation whereas the third of dimension \( N_{\text{id}} \) is treated without any particle–particle interaction. In all three sub-systems the single-particle contributions, such as the external electromagnetic field are included exactly, thus fully taking into account non-linear effects. For a given \( N_b \), the subdivision of the basis and the numbers \( N_{\text{corr}}, N_{\text{HF}} \) of functions in the basis parts are arbitrary and can be adapted to the considered atom and excitation conditions.

Let us now introduce this sub-division into the nonequilibrium Green functions scheme. All Green functions (all Keldysh components) and the single particle hamiltonian now become \( 3 \times 3 \) matrices,

\[
\mathbf{G} = \begin{pmatrix}
G_{11} & G_{12} & G_{13} \\
G_{21} & G_{22} & G_{23} \\
G_{31} & G_{32} & G_{33}
\end{pmatrix},
\]

\[
\mathbf{h} = \begin{pmatrix}
h_{11} & h_{12} & h_{13} \\
h_{21} & h_{22} & h_{23} \\
h_{31} & h_{32} & h_{33}
\end{pmatrix}.
\]

The self-energy which, in the following, is separated into a time-diagonal Hartree–Fock and a two-time correlation part, is intrinsically of the same structure. Following the idea of our approach, approximations will be introduced by systematically neglecting certain blocks of the self-energy matrix:

\[
\Sigma^{\text{HF}} = \begin{pmatrix}
\Sigma_{11}^{\text{HF}} & \Sigma_{12}^{\text{HF}} & 0 \\
\Sigma_{21}^{\text{HF}} & \Sigma_{22}^{\text{HF}} & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

\[
\Sigma^{\text{corr}} = \begin{pmatrix}
\Sigma_{11}^{\text{corr}} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

where \( \Sigma^0 \) denotes the HF self-energy evaluated with uncorrelated Greens functions. With this, the KKBE attain the form

\[
(\mathbf{h}_1 - \mathbf{H}(t_1))\mathbf{G}(t_1, t_2) = \delta_\varepsilon(1 - 2) + \int dt_3 \begin{pmatrix}
\Sigma_{11}^{\text{corr}} & \Sigma_{12}^{\text{corr}} & \Sigma_{13}^{\text{corr}} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}(t_1, t_3),
\]

where the HF self-energy has been included in the mean-field hamiltonian \( \mathbf{H}(t_1) = \mathbf{h}(t_1) + \Sigma^0(\mathbf{h}(t_1)) \) on the l.h.s. With these notations, \( G_{11} \) contains the Green functions of electrons occupying atomic bound states or undergoing transitions between low lying bound states whereas the information about ionization processes is contained in \( G_{12} \) and \( G_{13} \). Electrons in the continuum are described by \( G_{22} \) and \( G_{33} \). This model is closely related to the Bloch equations of atomic physics or their generalizations to semiconductor optics, for a formulation using nonequilibrium Green functions, see e.g. Refs. [12,28]. A similar scheme has recently been reported in Refs. [29,30], where it was applied to quantum transport.

If the ionization is weak, as is normally the case with an (x)uv pulse produced from an optical laser via high harmonics, the ionization components \( G_{12} \) and \( G_{13} \) will be much smaller than...
contributions from occupied orbitals in $G_{11}$. We then may expect that correlation effects in $G_{12}$ and $G_{13}$ play a minor role. This allows us to further simplify the model by setting $\Sigma_{\text{corr}} G_{12} \approx \Sigma_{\text{corr}} G_{13} \approx 0$ in the right hand side of Eq. (30). This, obviously, becomes questionable in the case of intense fields, such as optical or IR probe beams etc., but this question is beyond the scope of this work and will be considered in a forthcoming analysis. With this approximation, only the Green function of system (1) has to be considered correlated and only $G_{11}$ has to be evolved on the full two-time plane whereas the other Green functions are completely determined by the information on the time-diagonal.

With these approximations we can write down the final system of equations to be solved as

$$\hat{v}_i \hat{G}_{i1}(t_1, t_2) = \sum_{j=1}^{3} \bar{E}_{ij}(t_1) \hat{G}_{j1}(t_1, t_2),$$

$$= \delta_{ij}(t_1, t_2) - \int dt \Sigma_{\text{corr}}(t_1, t_2) \hat{G}_{11}(t_1, t_2),$$

$$\hat{v}_i \hat{G}_{ik}(t_1, t_2) = \sum_{j=1}^{3} \bar{E}_{ij}(t_1) \hat{G}_{jk}(t_1, t_2) = \delta_{ij}(t_1, t_2)$$

for $i, k \in \{(1, 2), (2, 1), (2, 2)\}$,

$$\hat{v}_i \hat{G}_{ik}(t_1, t_2) = \sum_{j=1}^{3} \bar{h}_{ij}(t_1) \hat{G}_{jk}(t_1, t_2) = \delta_{ij}(t_1, t_2) \quad \text{for } i \text{ or } k = 3.$$

We give some further information on the performance of the approximation. The limiting factor in the formalism is the number of basis functions. Based on our first tests [31] we expect that our approximation scheme is capable to treat correlated sub-systems of a size of the order of $N_{\text{corr}} = 50$. This is sufficient to describe the nonequilibrium ionization dynamics of many atoms and small molecules. The size of the Hartree–Fock sub-system can be substantially larger since it depends only on a single time-argument. There the limiting factor is the computational effort of the two-electron integrals, which grows as $O[(N_{\text{HF}})^4]$. Finally, the size of the ideal sub-system can, in principle, be chosen nearly as large as in standard solutions of the single-particle time-dependent Schrödinger equation.

Here, we present the first equilibrium results of our approximation scheme. One example is seen in Fig. 4b, where, in addition to the DOS calculated for a pure HF basis with $N_{\text{HF}} = 100$, we include the results for a basis supplemented by $N_{\text{id}} = 200$ ideal basis functions ($N_{\text{corr}} = 0$). The figure shows that this allows us to extend the basis to significantly higher energies and better resolve the continuum. This opens the way to investigate significantly higher excitations than before, which is particularly important for PI with ($x$)uv photons or for multiphoton ionization processes. The second example is shown in Fig. 5 where we compute the ground state energy of the model atom for varying basis subdivisions, $N_{\text{corr}}$ and $N_{\text{HF}}$ at fixed total basis size $N_{\text{corr}} + N_{\text{HF}} = N_b = 15$ (for simplicity, $N_{\text{id}} = 0$). The results are compared with independent solutions of the Dyson equation and CI calculations for different basis sizes $N_b$ without applying the approximation scheme. While the full calculations show fast convergence, with increasing $N_b$, the approximation scheme practically remains at the HF level for $N_{\text{corr}} \leq 10$. Only for $N_{\text{corr}} > 10$ the results become better than the HF ones and eventually approach the correlated values. This behavior is not a property of the second Born approximation but is also observed in the CI calculations.

This slow convergence is unexpected, since one would anticipate a larger HF basis to be more adequate in describing correlation effects. To analyze the reasons of this behavior we show in Fig. 5(b) and (c) the DOS for two HF basis dimensions $N_{\text{HF}} = 10$ and $N_{\text{HF}} = 15$, respectively. As one can see, the larger basis causes an upshift of the two highest peaks of the DOS and a strong increase of the central peak around $E = 0$. While this has only little effect on the HF ground state energy it strongly influences the convergence behavior of our approximation scheme. For illustration, in Fig. 5(c) we also show the DOS for a calculation with $N_{\text{corr}} = 10$ and $N_{\text{HF}} = 5$ (dark area) which is close to the DOS for a pure HF calculation with $N_{\text{HF}} = 15$. Only when $N_{\text{corr}}$ is so large that the correlated orbitals extend beyond the high peak is the approximation scheme approaching the correlated calculation. We are presently investigating how to avoid this unwanted behavior of our scheme in order to achieve a faster convergence. This will also be the basis for extending this approximation scheme to nonequilibrium calculations of PI processes.

**Fig. 4.** (a) Schematic view of the 1D model beryllium atom. Shown is the square of the lowest two doubly occupied Hartree–Fock orbitals (HFO) and the ground state density. (b) Density of states (DOS) for $N_b = 100$ Hartree–Fock basis functions obtained after convolution with a Gaussian of FWHM = 0.02. Gray curve is the result for 100 HF basis functions and additional 200 ideal basis function to better resolve the continuum, see Section 5.
6. Conclusion and outlook

In this paper we applied the nonequilibrium Green functions approach to atomic photoionization. Due to the large basis size needed for the description of the continuum, which make fully correlated calculations unfeasible, we have derived an approximation scheme. Starting from the exact Keldysh/Kadanoff–Baym equations for the correlation functions we neglected certain matrix elements in the basis representation and obtained a scheme which is expected to be efficient for application to atoms. The idea is to restrict the computationally costly evaluation of the correlation self-energy to a subset of the single-particle basis. Thereby only the lowest lying bound states are treated fully correlated, while the continuum is approximated by Hartree–Fock and ideal basis functions. We have performed the first tests on the 1D-beryllium model atom which provide a framework for further investigations. Further optimization of the basis subdivision towards improved convergence and application to nonequilibrium photoionization dynamics will be presented in a forthcoming work.
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